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Abstract—Despite widespread LTE deployment, coverage does not necessarily translate to usable service. Even in well-provisioned
urban networks, unusually high usage (such as during a public event or after a natural disaster) can lead to congestion that makes the
LTE service difficult, if not impossible, to use, even if the user is solidly within the coverage area. A typical approach to detect and quantify
congestion on LTE networks is to secure the cooperation of the network provider for access to internal metrics. An alternative approach is
to deploy multiple mobile devices with active subscriptions to each network operator. Both approaches are resource and time intensive. In
this work, we propose a novel method to estimate congestion from overloaded LTE networks using only passive measurements, and
without requiring provider cooperation. We analyze packet-level traces for four commercial LTE service providers, from several locations
during both typical levels of usage and during public events that yield large, dense crowds. This study presents the first look at congestion
detection through overload estimation by examining unencrypted broadcast messages. We show that an upsurge in broadcast reject and
cell barring messages, leading to overload, can accurately detect an increase in network congestion.
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1 INTRODUCTION

LTE serves over 4 billion users and is slated to remain
the dominant cellular network until 2025 [1], even while
cellular providers across the globe claim rapid expansion of
5G services. Even as 5G coverage grows, coverage will likely
remain spotty, particularly in rural and remote regions [2].
In the meantime, LTE usage has surged, yielding critical
challenges in sustaining consistent, high-quality service to
an increasing subscriber base. In a well-provisioned region,
sudden escalation in traffic demand from user equipment
(UE) can occur during large gatherings (e.g., street festivals,
protests). Similarly, after a natural disaster, damaged infras-
tructure and atypical volume of utilization can overwhelm
a previously well-provisioned network. Prior work has
demonstrated that even in areas that cellular providers claim
are well-covered, persistent over-usage due to insufficient
capacity can exist [3].

As a specific example, in 2017, Hurricane Maria brought
down 95% of cellular sites in Puerto Rico [4]. As a result,
affected citizens on the ground were unable to request rescue
from rising flood waters. In such disaster scenarios, call
volume may overload capacity even when cellular towers
remain functional, causing base stations to reject calls [5].
Unfortunately, cellular providers have incentive to state
that damaged cellular services have been returned to an
operational state. Indeed, after Hurricane Maria, statuspr.org
soon reported that over 90% of cell towers were again
operational; however, anecdotal evidence from responders
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on the ground indicated such statistics were grossly over-
stated.

To remedy this disparity between reported coverage
and actual usability, individual users, watchdog groups and
government agencies need tools to verify whether a network
is adequately serving customers. After a disaster, the FCC
typically receives outage reports from telecoms [4], but the
actual usability, due in part to overload, on active towers is
difficult to assess without access to the internal network [6].
Ideally, public entities should be able to assess the overload
and operational status/usability for a particular base station.
Further, they should be able to accomplish this without
relying on the cooperation of the cellular provider.

To address this critical need, we propose a novel solution1

to infer overload and congestion2 in LTE networks based on
messages broadcast by the eNodeB. We develop Lumos, a
data analysis platform that is capable of quantifying overload
in eNodeBs. The design and implementation of Lumos is
described in section 4. To validate the existence of congestion
as detected by Lumos, we develop a network monitoring
suite that automates the collection of Quality of Service
(QoS) and Quality of Experience (QoE) metrics; this suite
is described in section 5. Through the analysis of multiple
message types, we draw clear comparisons between instances
of high network utilization and typical operating conditions
for several eNodeBs. Further, we evaluate performance

1. This study is an extension of [7], where the focus was on estimating
overload. In this study we build upon our prior work to detect and
quantify congestion as a result of the estimated overload on the network.

2. We consider overload as the state where user equipment is denied
access to camp on an LTE base station (eNodeB) due to the current
number of connections, whereas congestion is a state while a user device
is connected that leads to performance degradation at the user end (e.g.,
slower downloads, poor video streaming quality, etc.). We explain these
two terms in more detail in section §3.3.
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differences incurred as a result of overload-driven congestion
through assessment of QoS and QoE metrics. Our results
indicate that eNodeBs demonstrate measurable performance
differences indicative of overload conditions and network
congestion.

Importantly, our solution works without the cooperation
of the cellular provider. Using low-cost, readily usable off-the-
shelf equipment, we demonstrate that unencrypted broadcast
messages sent by the eNodeB on the broadcast channel can be
passively collected and analyzed to estimate local overload.
We concurrently collect measurements on active monitoring
devices to draw parallels between overload and network
congestion, and hence network usability.

We quantify our results by computing two normalized
metrics, which are proportional to the number of connection
reject messages and cell barring signals (cellBarred),
respectively (cell barring signals prohibit UEs from camping
on a particular cell). In addition, we evaluate the back-
off timer (waitTime) encapsulated in each reject message.
Note that in LTE, a connection reject message does not
contain a rejection cause. Consequently, we must use higher
waitTime values, coupled with high rates of connection
request denials, to indicate possible overload. To validate
our results, we use our network monitoring suite (§5) to
demonstrate the corresponding performance degradation
at the network (QoS) and user level (QoE). For instance,
under high load, QoE for common applications such as Web
browsing and video streaming can deteriorate to the point of
unusability.

To test the operation of our system, we perform multiple
measurement campaigns3: three at events with unusually
large crowd gatherings, and three at those same locations but
during times of typical usage. Through these measurement
campaigns, we collect and analyze over 7 million LTE frames
from four major telecom operators in the US (AT&T, Sprint,
T-Mobile and Verizon).

Our key contributions and findings include:
• Overload on an eNodeB can be identified through an

increase in reject messages and mean back-off time.
We show that overloaded cell towers frequently deny
4× larger percentages of connection requests, issue
35% higher waitTimes, and broadcast unavailability
through 30% more barring signals than baseline mea-
surements;

• Overload conditions are often accompanied by a signifi-
cant increase in congestion as revealed through consider-
able drop in service usability at the user end. We observe
at least 10× lower throughput, 2× higher latencies and
8× higher packet losses in atypical utilization periods;

• Quality of experience significantly drops for video
streaming applications: we note a minimum of 6× higher
start-up delay, 3× lower video quality, 3× higher stall
ratio and over 30% decrease in buffer levels.

The remainder of this paper is organized as follows.
In §2 we discuss prior work. §3 provides a background of
Radio Resource Control protocols that form the basis of our
analysis. §4 presents Lumos, our passive measurement tool,
while §5 describes the active measurement suite that was
used to validate Lumos and our dataset. In §6 we present

3. We plan to publicly release the dataset used for this study.

our research contributions and finally, we conclude the paper
in §7.

2 RELATED WORK

Diagnostic methods in LTE networks are known to be
cumbersome. This includes packet-level analysis to estimate
overload, because messages transmitted after the connection
establishment stage are invisible to a passive device. As
a result, there is little prior work that leverages passive
measurements to detect overload.

Previous work has led to the development of several
network analysis tools. xgoldmon [8], for instance, can
monitor control plane messages over 2G/3G but not LTE.
SCAT [9] is a tool designed to detect problems in cellular
networks, which although quite useful is limited to only
active monitoring on Qualcomm and Samsung baseband
chipsets. QXDM [10] is a tool developed to diagnose network
statistics that is limited to only Qualcomm baseband chipset
and requires a paid license. While [11] offers very similar
feature sets to the tools discussed above, it is not tailored to
work with software defined radios for passive monitoring.
Schmitt et al. [3], [12] employ a comparable approach to
ours, except their study is limited to GSM networks. We
believe the biggest drawback of these prior tools is their
inability to work with passive measurement devices, such as
software-defined radios (SDRs).

Several prior works have studied various congestion
control algorithms in LTE networks [13], [14], [15], but little
work has explored overload detection without involving
an active monitoring aspect. Torres et al. [16] use machine
learning models to predict network congestion. However,
their approach requires considerable historical data and
is not suitable for urban sectors where eNodeBs are up-
graded regularly to cater to increasing user bases, nor can
it be used to assess current overload levels. Chakraborty
et al. [17] introduce LoadSense, which offers a measure
of cellular load using channel sensing at the PHY layer.
Similarly, [18] allows a client to efficiently monitor the LTE
base station’s PHY-layer resource allocation, and then map
such information to an estimation of available bandwidth.
Cellular Link Aware Web loading (CLAW) is proposed in [19],
which boosts mobile Web loading using a physical-layer
informed transport protocol. Although the aforementioned
tools can estimate whether the radio resources are fully
allocated, they do not explicitly reveal whether the network
is overloaded. Oussakel et al. [20] propose a supervised
machine learning method to estimate QoS degradation in
LTE-A in an emulated environment. Unlike Lumos, their
approach requires a considerable amount of training data.
Further, they do not evaluate their system with real-world
traces. BurstTracker [21] is a tool to detect LTE downlink
bottlenecks on the UE itself. However, this idea requires
access to the modem’s MAC-layer traces, which is facilitated
only through QXDM( [10], licensed) or MobileInsight ( [11],
root access).

Our method focuses primarily on analyzing messages
broadcast before a connection is established, as these messages
can be captured and analyzed by low-cost SDRs. Our ap-
proach is portable, scalable, independent of any proprietary
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platform (e.g., Qualcomm, Samsung, etc.) and works with
any cellular service.

3 BACKGROUND

We examine cellular transmissions using software-defined
radios. While most transmissions on LTE are encrypted
between the eNodeB (LTE base station) and UE (user equip-
ment, such as a cellphone) [22], connection establishment
messages are sent in the clear. We use these messages in
order to determine overload, as described in the following
sections. Note that at any given time a UE is connected to
a sector on the eNodeB. There can be several sectors on the
eNodeB, typically with different coverage areas. In this study,
we refer to the connected sector as eNodeB for brevity and
to avoid repetitions. However, note that our observations are
applicable to said sector of the eNodeB only.

3.1 Radio Resource Control (RRC)
The RRC protocol [22] supports the transfer of common
Non-Access Stratum (NAS) information (which is applicable
to all UEs) as well as dedicated NAS information (which is
applicable only to a specific UE). NAS is a set of protocols that
is used to convey non-radio signalling between the UE and
core network. Directed RRC messages (unicast to a single UE)
are transferred across Signalling Radio Bearers (SRBs), which
are mapped onto logical channels [23] – either the Common
Control CHannel (CCCH) during connection establishment
or a Dedicated Control CHannel (DCCH) if the UE is in an
active connection state. Similarly, System Information (SI)
messages are mapped to the Broadcast Control CHannel
(BCCH). Since messages on DCCH are on a private channel,
they cannot be decoded by passive monitoring devices.

Common Control CHannel (CCCH): This channel is used
to deliver control information in both uplink and downlink
directions when there is no confirmed association between a
UE and the eNodeB – i.e. during connection establishment.
Messages on this channel are transmitted in the clear and
can be passively decoded. We leverage this knowledge to
analyze signalling messages and estimate the overload level
in an eNodeB.

Broadcast Control CHannel (BCCH): This is a downlink
channel that is used to broadcast System Information (SI). It
consists of the Master Information Block (MIB) and a number
of System Information Blocks (SIBs). The MIB and SIBs are
broadcast through Radio Resource Control (RRC) messages.
SIB1 is carried by the SystemInformationBlockType1
message. Though there are other SI messages, we focus on
SIB1 for the purpose of this study. SIB1 contains the cell
barring (cellBarred) status, which indicates whether or
not a UE may choose the cell. When cellBarred status is
indicated, the UE is not permitted to select/reselect this cell,
not even for emergency calls [24]. In that case, the UE may
connect to another cell, if one exists.

3.2 Signalling Radio Bearers
A Signalling Radio Bearer (SRB) carries CCCH signalling
data. An SRB is used during connection establishment to
establish the Radio Access Bearers (RABs) and to deliver

TABLE 1: SRB0 Summary

Channel Type RLC Mode

CCCH Transparent
(Decodable from passive capture)

Direction RRC Message

Downlink RRC Connection Setup
RRC Connection Reject

Uplink RRC Connection Request

signalling while on the connection (for instance, to perform
a handover, reconfiguration or release). There are three types
of SRBs. SRB0 uses the CCCH channel with transparent mode
RLC while SRB1 and SRB2 use the dedicated channel with
acknowledged mode RLC. Transparent mode enables the SRB0
to be decoded by non-network equipment such as a software
defined radio in the vicinity, while SRB1 and SRB2 cannot.
Table 1 shows various signalling messages SRB0 carries.

For our study, we focus on RRCConnectionReject
messages with corresponding waitTime (back-off time,
before a UE can again initiate a connection) values;
ConnectionRequest messages; and cellBarred signals
(BCCH). We formulate two normalized metrics based on
the percentage of reject messages per request sent and the
ratio of cellBarred signals to the number of SIB1 messages
transmitted over thirty-second time bins.

3.3 Congestion Control
While overload can potentially impair services at the eN-
odeBs, congestion can lead to severe performance degrada-
tion at the end-user. Congestion refers to the performance
bottleneck experienced by users as a result of significantly
higher traffic demand by the UEs. Overload is the scenario
that causes the network to deny UEs in order to preserve
the load balancing capabilities of the eNodeBs. An overload
scenario will manifest as depletion of resources that are
critical to the operation of the network.

Congestion control is invoked in order to unburden a
cell to an acceptable level when overload is detected, for
instance if the cell load remains above a threshold for some
continuous period. An alternative strategy, such as that used
by WCDMA, is to lower the bit rates of connected users
until the load returns to an acceptable level [25]. However,
in a pure packet-based system such as LTE, the user bit rate
is maintained at the MAC scheduler [26], which already
provides a soft degradation of user throughput as the system
load increases. Thus, if congestion is detected in a cell the
system must remove a subset of the connected bearers
until the load is reduced to an acceptable level. Admission
Control [26] is used to restrict the number of UEs given
access to the system, in order to provide acceptable QoS to
admitted users.

4 LUMOS: DETECTING OVERLOAD

To examine and quantify cell load on eNodeBs we develop
Lumos. Lumos is based on the idea that third-party assess-
ment tools should be accessible to the community and carry
a low hardware footprint. Our design philosophy is driven
by implementing comprehensible systems that are easy to
understand and orchestrate.
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Listing 1: Snapshot of a decoded DL - CCCH message
showing RRCConectionReject.

1 ” u s e r d l t ” : ”DLT: 147 , Payload : l t e − r r c . dl . ccch \
2 (LTE Radio Resource Control (RRC) protoco l ) ” ,
3 ” l t e − r r c . DL CCCH Message element” : {
4 ” per . choice index ” : ”0” ,
5 ” l t e − r r c . message” : ”0” ,
6 ” l t e − r r c . message tree ” : {
7 ” per . choice index ” : ”2” ,
8 ” l t e − r r c . c 1” : ”2” ,
9 ” l t e − r r c . c 1 t r e e ” : {

10 ”lte-rrc.rrcConnectionReject element” : {
11 ” per . choice index ” : ”0” ,
12 ” l t e − r r c . c r i t i c a l E x t e n s i o n s ” : ”0” ,
13 ” l t e − r r c . c r i t i c a l E x t e n s i o n s t r e e ” : {
14 ” per . choice index ” : ”0” ,
15 ” l t e − r r c . c 1” : ”0” ,
16 ” l t e − r r c . c 1 t r e e ” : {
17 ” l t e − r r c . r r cConn ec t ion Re jec t r 8 element ” : {
18 ” per . o p t i o n a l f i e l d b i t ” : ”1” ,
19 ”lte-rrc.waitTime”: ”6”
20 ” l t e − r r c . nonCri t i ca lExtens ion e lement ” : {
21 ” per . o p t i o n a l f i e l d b i t ” : ”1” ,
22 ” per . o p t i o n a l f i e l d b i t ” : ”1” ,
23 ” per . o c t e t s t r i n g l e n g t h ” : ”2048” ,
24 ” l t e − r r c . l a t e N o n C r i t i c a l E x t e n s i o n ” :
25 ”34 : 07 : 79 : f 0 : 2 c : e7 : 90 : 00 : 28 : 07 : 63 : 48 : 31 : b7 :
26 38 : 07 : 04 : f 0 : 22 : 67 : 81 : 08 : 30 : 87 : 9e : 40 : 3 f : 37 :
27 20 : 27 : 82 : 00 : 21 : 17 : 4 c : 88 : 36 : 47 : 80 : 00 : 20 : 07 :
28 2a : 97 : 90 : 00 : 28 : 17 : 95 : 30 : 2a : 97 : 99 : 30 : 2 c : 87 :
29 21 : 07 : 4 c : f 0 : 36 : 77 : 85 : b0 : 22 : d7 : 82 : 30 : 21 : 07 :
30 21 : 27 : 9 f : 80 : 2 f : d7 : 68 : 18 : 33 : f 7 : 84 : 00 : 32 : 07 :
31 21 : d7 : 76 : f 0 : 2b : 77 : 91 : 40 : 28 : a7 : 81 : 00 : 30 : 97 :
32 21 : 17 : 88 : 70 : 24 : 27 : 96 : 00 : 2b : 07 : 48 : 00 : 24 : 17 :
33 23 : d7 : 93 : c 0 : 29 : f 7 : 94 : 00 : 3a : 07 : 50 : f 0 : 38 : 77 :

4.1 Design
We orchestrate a passive end-user system capable of listening
to all broadcast messages over-the-air, a functionality avail-
able in all UEs. In our setup, the receiver is comprised of an
Ettus Research USRP B210 [27] SDR attached to an Apex III
Wideband 5G/4G Dipole Terminal Antenna with a frequency
range from 450MHz to 6GHz [28]. The USRP is connected to
a Lenovo ThinkPad W550s laptop for data collection, post-
processing and analysis. Through implementation of our own
custom Lua dissectors to decode and parse the LTE packets,
we greatly reduce computational overheads on the laptop
(§4.2). We use the srsUE mode in the open-source srsLTE
software suite [29] to locate available cells in the vicinity
by scanning all frequency bands. On the day of the event,
we capture broadcast messages in the form of binary I/Q
samples using srsLTE’s UE usrp_capture utility. Figure 1
shows our experimental setup.

4.2 LTE Packet Decoding
We start with converting binary I/Q samples to hexdumps.
To investigate the extent of overload on eNodeBs, we
then transform the hexdump into network traces using
Wireshark’s text2pcap command. Next, we use lte rrc Lua
dissectors to decode LTE RRC messages using tshark. We

Fig. 1: Experimental setup.

employ lte − rrc.dl.ccch and lte − rrc.ul.ccch protocols
to decode RRC messages on the downlink and uplink
common control channel, respectively. Lastly, we use the
lte− rrc.bcch.dl.sch protocol to decode downlink messages
on the broadcast control channel.

Listing 1 shows a snapshot of the decoded RRC
message on the downlink CCCH. We can see the
RRCConnectionReject message tree along with additional
options sent by the eNodeB during the RRC connection
establishment phase. Embedded in this message is the
waitT ime parameter. While reject messages provide an
indication of overload, we can use the value of the waitT ime
metric as a measure of the severity of overload. The value of
waitT ime is an integer in the range of 0–16, which specifies
how many seconds the UE should wait after reception of the
RRCConnectionReject until a new connection can be at-
tempted. According to 3GPP TS 36.331 [22], when rejecting an
RRC connection request, the eNodeB indicates to the UE an
appropriate timer value that limits further requests, relative
to the severity of overload; the more the overload, the greater
the waitT ime. Upon receiving the RRCConnectionReject
message, the UE starts timer T302 [22], with the timer
value set to waitT ime. The UE is not allowed to send an-
other RRCConnectionRequest for mobile originating calls,
signalling, terminating access or circuit-switched fallback
(CSFB) [30] on the same cell until the expiry of T302. Note
that in LTE, the RRCConnectionReject message does not
contain a RejectionCause, therefore waitT ime, in conjunction
with reject messages, is a crucial parameter in assessing the
level of overload.

4.3 Applicability in 5G Cellular Networks
In this section we discuss the scalability of this methodol-
ogy to 5G cellular networks. After thorough comparison
of 5G NR RRC protocols in 3GPP TS 38.331 [31], we
find that the signalling procedure for NAS is identical to
that of LTE [22]. Furthermore, RRCConnectionRequest,
RRCConnectionReject and waitT ime retain the same
message body extensions as LTE. We also observe LTE-
equivalent protocols to acquire MIB and SIB1 in 5G NR
RRC, with similar periodic intervals between each message
broadcast by the base station (referred to as gNodeB in
5G). We believe Lumos can be scaled to be deployed on
5G networks with little to no modification in the source
code and hardware requirements for base stations using sub-
6GHz spectrum. For mmWave deployments (>30 GHz), we
need a compatible USRP and radio antenna to implement
Lumos, with no changes to the source code. Due to limited
availability of 5G coverage and 5G-enabled phones, we could
not gather 5G specific data at the time of our measurement
collection.

5 NETWORK MONITORING SUITE

We develop a comprehensive network monitoring suite to
quantify congestion as a result of cellular overload. Whereas
Lumos is a passive monitoring platform, this monitoring
suite is used for active network measurement. The suite
provides an extensive set of features to measure QoS and
QoE metrics at the client. We have used this active mea-
surement tool in sixteen locations across the United States
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to compare the performance of mobile broadband under
varying network conditions.

5.1 Implementation

The monitoring suite’s functionality ranges from computing
network level (throughput, latency and packet traces) to
application level (on-demand video streaming (YouTube))
and page load time measurements. We measure cellular
performance by tethering phones to laptops running the
monitoring suite. We ensure that the cellular plans on all
our devices have unlimited data and are hot-spot enabled
to effectively achieve the same level of performance as we
would on the mobile device. This tool was developed for
Linux, keeping ease of deployment in mind. It is agnostic
to network type and provides flexible deployment in either
wired, Wi-Fi or cellular environments. Development of an
integrated smartphone app was impractical as the level of
unification achieved for various application-level measure-
ments (YouTube, Skype, etc.) was simply not possible on
smartphone operating systems, given the walled access to
iOS ecosystem and recent restrictions introduced in Android
APIs [32].

Latency: The monitoring suite’s rtt_out function auto-
mates the collection of round-trip times by initiating pings
through Hping3 [33] to a server hosted on an AWS instance
(Virginia). We configure Hping3 to use TCP packets instead
of ICMP. The ping duration is capped at 120 seconds with
one-second intervals between each ping. The average latency
is then computed using two different sessions - one before
the throughput tests (described below) and one after. This
enables us to capture the latency variation introduced in the
network, if any, after a throughput measurement session. We
observe an average round-trip time of 61ms with a standard
deviation of ±3 ms, across all of the baseline measurements.

Throughput: To calculate the achieved throughput we
initiate iPerf threads to download a 10 MB file from the
same AWS instance as the latency test. The measurement is
repeated 10 times and results are saved at the client side. We
concurrently collect packet traces at the client to compute
second-order metrics such as packet loss.

Page Load Time: Load times are initiated through the
plt_stream function. We automate the loading of Web
pages using Selenium [34]. For our measurements, we use
the Tranco Top 25 list [35]. To evaluate load times, we
log the performance timings of a Web page starting from
navigationStart through the loadEventEnd event. These
instances of event timings support fine-grained analysis
of page load times. We set the monitoring suite to run
plt_stream three times for better estimation of load times.
The browser cache is automatically wiped after each Web
page load to reflect true load time for the next iteration.

Video Streaming (YouTube): Examination of QoE metrics
from on-demand video streaming services is a challeng-
ing problem, particularly because of encrypted traffic, as
demonstrated by prior work [36], [37]. Because of the
wide proliferation of video applications, user experience
for streaming services is critical on mobile broadband. We
built the video stream function into the monitoring suite

to log QoE metrics from YouTube videos. To execute this
experiment, we first automate the loading and playback
of the YouTube video on the Chrome browser using Se-
lenium [34]. The video resolution is set to auto. Then we
use YouTube’s iframe API [38] to capture playback events
reported by the video player. The API outputs a set of
values that indicate player state (not started, paused, playing,
completed, buffering) using the getPlayerState() function.
The API also provides functions for accessing information
about play time and the remaining buffer size. To ensure
uniformity across all our datasets, we loop a 180-second
video three times, for every location and cellular operator.

5.2 Datasets

We identify times and locations in which we anticipate
cellular overload (§6.1); capture traces; and then compare
network performance in those traces with baselines captured
in the same location during normal operating conditions
(when no network overload is likely to occur). We select
spaces that are anticipated to have large gatherings but
that are unlikely to be provisioned for large crowds (i.e.
city streets as opposed to stadiums, which typically have
sufficient network capacity to handle crowds).

Our hypothesis is that during large crowds we will
observe higher numbers of RRCConnectionReject mes-
sages than in times of regular operation. We demonstrate
in [7] that first- and second-order metrics derived from
RRCConnectionReject messages can assess overload in
nearby LTE eNodeBs. In this study we collect three new
extensive datasets from several locations across California.
Further, to establish the effect of overload on network con-
gestion and user experience, we undertake a measurement
study to synchronously aggregate QoS and QoE metrics.
Overall, our dataset consists of over 7 million LTE frames
for overload estimation, with data collection that lasts
for a cumulative duration of about 10 hours. While it is
not possible to compute the exact number of UEs in the
vicinity due to the lack of international mobile subscriber
identity (IMSI) number in broadcast messages for security
reasons, measuring the number of temporary unique UE
IDs (uniqueUeID) in RRC Connection Requests allows us
to estimate the number of active UEs present nearby. Using
the monitoring suite, we collect network level (throughput,
latency and packet loss) and application level (YouTube
streaming and page load times) measurements concurrently.
To avoid reiterations, the monitoring suite is run alongside
Lumos for all the datasets described below. Table 2 provides
an overview of the datasets.

Adams Street Fair (ADM): We collected LTE traces during
the 38th annual Adams Avenue Street Fair in the Normal
Heights neighborhood of San Diego. The street fair was
held on Sunday September 22nd 2019, beginning at 10:00AM
and concluding at 6:00PM. We physically positioned our
networking gear in a cafe on the same street as the fair
(Adams Avenue) to better assess the eNodeBs serving this
particular region, as shown in (Figure 2(a)). The total duration
of data collection is 129 minutes, which resulted in over
1.63 million LTE frames. In addition, we observed 59,084
uniqueUeIDs.
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(a) ADM dataset. Adams Avenue, San Diego, CA

(b) CWF dataset. Waterfront Park,
San Diego, CA

(c) AIS dataset. Palace of Fine Arts,
San Francisco, CA

Fig. 2: Google aerial map of experimental datasets.

Adams Street Fair Baseline (ADM base): As a point of
comparison for the ADM dataset, we gathered LTE traces
from the same location, from 7:00AM to 9:00AM on Saturday,
September 28th, 2019. Collection early in the morning on a
weekend helped us to avoid unexpected large gatherings
in the neighborhood, while still capturing activity of local
residences and businesses. Compared to the ADM dataset we
expect this dataset to exhibit low levels of overload, acting
as a baseline for the location. Indeed, we see about 5,307
uniqueUeIDs. We collect a little over 316K frames in 57
minutes.

Concert WaterFront (CWF): We collected traces from the
CRSSD music festival concert at the Waterfront Park in
downtown San Diego on Sunday September 29th 2019. We
monitored the event between 4:00PM and 7:00PM. In total,
we collect 126 minutes (1.89 million frames) of traces during
this time period. This event/location combination (as shown
in Figure 2(b)) was selected because we anticipated that the
amount of cellular traffic during the event would well-exceed
the typical traffic load. Over this two day event, there were an
estimated 15,000 attendees. Because the waterfront does not
typically have large crowds, we expect there to be network
overload during a large event. This dataset contains 69,728
uniqueUeIDs.

Concert WaterFront Baseline (CWF base): As a baseline to
the CWF dataset, we captured additional traces (442K frames)
in the same location on Monday September 30th 2019, from
10 to 11am, when the number of pedestrians and amount of
vehicular traffic was more representative of normal operating
hours. We detect only 7,478 uniqueUeIDs during this data
capture.

AI Summit (AIS): For our third congested dataset, we
collected traces at the AI Summit, held on September 25th

2019 at the Palace of Fine Arts in San Francisco between
10:00AM to 3:00PM. The event attracted more than 6000
participants hosted within the confinements of the venue.

TABLE 2: Dataset Information

Locations Duration # LTE Frames # uniqueUeID

ADM 129 mins 1.63M 59,084
CWF 126 mins 1.89M 67,728
AIS 149 mins 2.34M 111,404

ADM Base 57 mins 316K 5,307
CWF Base 62 mins 442K 7,478
AIS Base 65 mins 396K 6,089

Because of the size and tech-centric nature of the event, which
requires participants to be digitally connected, we anticipated
cellular congestion. Even though the venue provided Wi-Fi
coverage, anecdotal evidence suggests that a major fraction
of participants were on cellular service - a fact vibrantly
exhibited through severe congestion on all of our test and
personal mobile devices. This behavior could be attributed
to the need to proactively login to Wi-Fi through the
dedicated conference app, which would inevitably require
downloading via cellular data. After parsing our dataset, we
observe about 2.34 million LTE dataframes collected over
a period of 149 minutes. In addition, we identify 111,404
uniqueUeIDs.

AI Summit Baseline (AIS base): In order to establish
a baseline for network performance in AIS, we ran our
network monitoring suite at the same location. When our
measurements were taken at 9:00PM on September 26th

2019, the venue was closed. Hence, we collect traces from
the parking lot, roughly 30 meters away from our previous
placement (i.e. AIS). In order to account for any disparity
arising from slight change in location, we ensure that all our
devices monitor and connect to the same cell towers that
were present in AIS (this is achieved by matching the CellID
parameter). The tests ran for over 65 minutes and collected
over 396K frames. This dataset contains 6,089 uniqueUeIDs.

6 EVALUATION

We begin our analysis by studying the broadcast mes-
sages transmitted by eNodeBs. We observe that the rate
of transmission for RRCConnectionReject messages can
accurately indicate the state of network overload. Further,
we evaluate QoS and QoE metrics to learn that severe
congestion is introduced during network overload, which
leads to degradation in user experience.

6.1 Overload Analysis
We analyze five RRC elements: (a) RRCConnectionReject,
(b) waitTime, (c) RRCConnectionRequest, (d)
cellBarred signal and (e) number of SIB1s transmitted
(#SIB1). Collectively, we refer to this data as ”RRC metrics”.
We plot the values of these RRC metrics over thirty-second
bins. We find that thirty-second bins are appropriate for
our analysis because smaller time bins have little to no
relative variation between the samples; however, we miss
important data points when we use sixty-second or larger
bins. Our evaluation indicates that the rate of transmitted
RRCConnectionReject messages in all of the locations
is at least 4× higher than their respective baselines, in
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accordance with our initial hypothesis. Further, we discover
an increase of more than 30% in cellBarred signals and
35% higher waitT ime values in overloaded datasets (i.e.,
ADM, CWF and AIS). For all of the following results, plots
are color coded corresponding to their respective operator’s
logo for readers’ convenience and easy understanding.

6.1.1 Rejects
According to [39], an eNodeB may send an
RRCConnectionReject in response to the UE’s
RRCConnectionRequest for exactly one of the following
three reasons: (i) the eNodeB is overloaded (e.g., severe
increase in requesting UEs that the eNodeB cannot
accommodate); (ii) the necessary radio resources for the
connection setup cannot be provided (for instance, damaged
equipment on eNodeB that results in limited access to the
core network); or (iii) the Mobility Management Entity
(MME) is overloaded. The MME is the key control-node
for the LTE access network, which serves several eNodeBs.
It is in charge of all the control plane functions related to
subscriber and session management. Once the MME detects
overload, it transmits an overload start message to
the affected eNodeBs, signalling them to reject connection
request messages that are for non-emergency and non-high
priority mobile originated services.

Analysis of the reject messages sent over a fixed time
interval can quantify the level of overload in the network.
Figure 3 illustrates the average number of reject messages
transmitted in thirty-second bins. As predicted, we notice
significantly more reject messages in the overloaded datasets
(ADM, CWF and AIS). Figure 3(a) indicates that, on average,
Sprint and T-Mobile networks broadcast eight times more
reject messages during ADM as compared to the ADM
baseline (Figure 3(b)). We see that AT&T and Verizon are
slightly less overloaded with about 4× increase from their
respective baselines. In CWF, we observe a similar (∼5×)
increase in rejects for all networks except T-Mobile, which
reports a marginally lower increase (as shown in Figure 3(c)).
Finally, Figure 3(e) (AIS) displays considerably more reject
messages for all operators, as compared to their respective
baselines in Figure 3(f). We posit that this trend is due to
the dense presence of participants, as demonstrated by over
2 million captured LTE frames. Upon closer inspection of
the AIS dataset, we detect 5.5×, 9×, 7× and 6× increase
in RRCConnectionRejectmessages for AT&T, Sprint, T-
Mobile and Verizon, respectively. The significant increase in
reject messages is a clear indication of an upsurge in network
utilization.

6.1.2 Phi ( Φ) Measure
To better understand how overload levels vary, we examine a
normalized second-order metric. We define the Phi (Φ) mea-
sure as the ratio of the number of RRCConnectionReject
messages to the number of RRCConnectionRequest mes-
sages. Once again, we choose a bin size of 30 seconds. The Phi
measure provides an indication of the severity of overload,
as it reflects the percentage of new users who were unable
to connect to the network. In future studies, we plan to
examine the temporal variation in Phi (or the number of new
users that were rejected) in order to quantify the maximum
acceptable load threshold in eNodeBs. The overall trend

(a) ADM (b) ADM base

(c) CWF (d) CWF base

(e) AIS (f) AIS base

Fig. 3: Number of RRCConnectionRejectmessages trans-
mitted in thirty-second bins.

is similar to what we observed in Section 6.1.1. It is also
indicative of the relationship between the number of UEs (#
uniqueUeIDs) to the tendency towards network overload,
as is expected.

Our examination reveals a remarkable difference between
overloaded datasets (i.e., ADM, CWF and AIS) and their
respective baselines. Figure 4(a) shows that Phi is more
than three times that in Figure 4(b). This difference is even
more pronounced in the CWF dataset. Figure 4(c) shows an
increase of about 5.5×, 5.5×, 4.5× and 3.5× in Phi measure,
respectively, as compared to Figure 4(d). Sprint under-
performs in our evaluation of Phi, with over 8× difference
observed between AIS and AIS baseline. Further, we note
a considerable variance in Sprint at ADM baseline as well.
This result suggests that Sprint’s infrastructure at Adams
Avenue is under-provisioned for normal operating conditions
when compared to other networks. Overall, Sprint’s network
appears to have the least ability to handle a sudden escalation
in user demand.

6.1.3 Average waitTime

When we compare the average waitTime across datasets
in Figure 5, we observe that overloaded datasets on the left
have longer waitTimes than their baselines. An exception
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(a) ADM (b) ADM base

(c) CWF (d) CWF base

(e) AIS (f) AIS base

Fig. 4: Phi (Φ) measure in thirty-second bins.

occurs in ADM, where Sprint produces lower waitTimes
during baseline measurements. This is likely indicative of
lower loads, which would confirm our previous hypothesis
that Sprint has far fewer subscribers (at least in ADM) and
yet is still under-provisioned for local events such as the
Adams Fair. Surprisingly, Verizon shows modestly higher
waitTime in CWF despite reporting relatively lower Phi
levels in Figure 4(c). In AIS, Sprint appears to perform
slightly worse than others, with an average deviation of
∼4 seconds from its baseline. Note that the sample sizes
of these distributions are proportional to the number of
reject messages, as shown in Figure 3. Nevertheless, all of
the telecom providers transmit longer waitTimes during
increases in traffic demand.

Longer waitTime in ADM, CWF and AIS is perhaps
explained by the high proportion of UEs (# uniqueUeIDs)
in the given location. If the magnitude of UEs is great
enough to result in overload, eNodeBs start to curtail
overload conditions by engaging proprietary mitigation
schemes, one of which is transmitting longer waitTime.
The overall result is a confirmation of our hypothesis that
these messages and parameter values can be used to detect
overload. The comparison supports our earlier results where
we compute RRCConnectionReject messages. Average

(a) ADM (b) ADM base

(c) CWF (d) CWF base

(e) AIS (f) AIS base

Fig. 5: Distribution of average waitTime.

waitTime serves as an additional indicator of overloaded
eNodeBs.

6.1.4 Omega ( Ω) Measure
In addition to the reject messages and their corresponding
waitTime, cellBarred status is another parameter that
can indicate overload in an eNodeB. The cellBarred status
transmitted within a system information block 1 (SIB1)
message indicates that the UE is not allowed to camp on a
particular cell. We suspect that during overload conditions,
cells can initiate load balancing by systematically preventing
UEs from anchoring on them. In order to evaluate our
theory, we analyze cellBarred messages to compare the
percentage of these messages in our datasets.

The Omega (Ω) metric allows us to measure the ratio
of cellBarred signals transmitted to the number of SIB1
frames received, in thirty-second bins. We use this second-
order metric to establish a correlation between Omega and
overload. Figure 6 depicts the variation in Omega across
all datasets. We observe an increase of 30% in ADM and
CWF datasets over their respective baselines and about 45%
increase in AIS. This indicates a relationship between cell
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(a) ADM (b) ADM base

(c) CWF (d) CWF base

(e) AIS (f) AIS base

Fig. 6: Omega (Ω) measure in thirty-second bins.

barring signals and overload, confirming our hypothesis.
However, it is interesting to observe that each of the mobile
network operators have comparable Omega values in the
overloaded datasets, even though they exhibit noticeably
different trends in Figures 3 and 4. This is similar to the
trend we discovered in [7]. Moreover, the AIS baseline has
a 15% decrease in Omega measure as compared to other
baselines. That is because the inherent load-handling capacity
of eNodeBs, as well as the density of users served, apparently
differs. This suggests that overloaded eNodeBs, even those
that operate under different network conditions, prefer to
consistently reject incoming connection requests rather than
broadcast unavailability (through cell barring messages),
regardless of their proprietary overload mitigation schemes.

6.2 Congestion Detection through Quality of Service

Given the current density of LTE deployments, the mas-
sive amount of multimedia traffic on these networks calls
into question the Quality of Service (QoS) of these flows.
The extent of QoS optimization required from a network
management context depends on the type of application
being used. For instance, delay-sensitive Internet traffic,
such as live streaming video, voice over IP, and multimedia
teleconferencing, requires low end-to-end delay in order to

maintain its interactive and/or live nature. On the other hand,
on-demand gaming traffic is dependent on both end-to-end
delay and achieved throughput. One of the primary barriers
to achieving usable QoS in LTE networks is high network
utilization, which can cause congestion. In this portion of our
study, we collect three QoS metrics (throughput, latency, and
packet loss). For throughput tests, we download a 10 MB
file from an AWS instance; packet loss is computed from the
gathered packet traces. For latency, we use Hping3 to collect
average RTT from the same AWS instance. In this section, we
evaluate those QoS metrics to study the effect of congestion
that manifests as a result of overloaded LTE networks. Our
analysis reveals stark differences in performance of congested
and baseline measurements. Results show: (i) 10× – 21×
lower throughput, (ii) 2× – 12× higher latencies and (iii) 8×
– 11× higher packet losses in congested locations.

6.2.1 Throughput
Throughput on mobile broadband is a crucial parameter
that reflects the health of the network. The comparison of
throughput across an overloaded network to its baseline can
reflect the extent of network congestion. Figure 7 shows the
comparison of throughput measurements for the overloaded
datasets (figures at the top) and their corresponding base-
lines (bottom figures). We clearly observe that throughput
decreases substantially during heavy overload conditions,
suggesting network congestion. Across all locations, AT&T
and Verizon fare better than their competitors under normal
operating conditions, which is consistent with results from
independent studies across the industry [40], [41]. Not
surprisingly, Sprint has the lowest throughput average across
all our datasets, congested or otherwise. Network congestion
leads to 24× reduction in throughput measurements, as
shown in Figure 7(c). In the congested ADM dataset, we
observe higher variability associated with the Verizon and
AT&T networks. This suggests that congestion mitigation
schemes employed by these networks are marginally more
effective as demonstrated by higher median throughput val-
ues in the Figure 7. AT&T and Verizon maintain steady rates
across all baseline datasets despite serving a disproportionate
fraction of users (more than 55% contribution in LTE frame
captures).

6.2.2 Latency
With the advent of LTE and 5G networks, stringent require-
ments have been imposed on latency and reliability [42] with
claims by some operators to introduce ultra-low latency on
”advanced” LTE networks [43]. Thus, consistent low round-
trip time latencies is an indication of a well functioning
network [44]. We collect over 200 latency datapoints for
each operator at every location (i.e. ADM, CWF and AIS).
Table 3 shows the average round-trip times across congested
and baseline measurements. We learn that during overload
conditions at ADM, average RTT almost doubles, which is
reflective of network congestion. In fact, we observe elevated
levels of congestion in CWF, which reports latencies as high
as 14× (T-Mobile) its baseline measurements. Sprint’s net-
work appears to be exceedingly congested with average RTT
48× higher than the baseline. Another notable observation is
AIS, where even with the densely populated users and higher
demand that lead to lowest average throughput (§6.2.1), the
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a. ADM b. CWF c. AIS
Fig. 7: Throughput measurements across all locations. Figures at the top are from congested datasets while figures at the
bottom correspond to baseline measurements.

TABLE 3: Round-trip Times

Locations ATT Sprint T-Mobile Verizon

ADM 123 ms 112 ms 151 ms 138 ms
CWF 703 ms 3237 ms 857 ms 202 ms
AIS 191 ms 198 ms 134 ms 174 ms

ADM Base 62 ms 64 ms 62 ms 63 ms
CWF Base 63 ms 63 ms 61 ms 62 ms
AIS Base 59 ms 67 ms 63 ms 61 ms

average RTT for AT&T, Sprint and Verizon were about 3× the
baseline values. This level of congestion explains the meager
average throughput achieved in Figure 7(c). These tests
provide useful insights to understand the effect of overload
in LTE networks, manifesting in the form of congestion and
subsequent degradation in user experience.

6.2.3 Packet Loss
Packet loss in cellular networks is more prominent than
wired networks [45]. Loss can happen due to network conges-
tion and/or transmission errors [45]. We compare packet loss
rate during crowded events with network overload (§6.1) and
contrast these loss rates with those observed during instances
of low network utilization. From Table 4 we infer that packet
loss increases during overload conditions. We argue that
this elevation in loss rate can be attributed primarily to
congestion since our physical placement for data collection
remains identical in ADM/ADM base and CWF/CWF base;
in AIS base, we position ourselves ∼30 meters from our
original location. In addition, we compare the reference
signal received power (RSRP) values logged during the tests,
within each pairing of our datasets (congested and baseline),
to ensure uniformity in radio measurements. We do not claim
to have eliminated all aspects of the wireless medium that
could contribute to loss rate. For instance, there could be
temporary link failures or high bit-error rates. Rather, our
focus is to eliminate obvious wireless channel discrepancies
that could affect our measurements, such as differential RSRP
values. We observe that Sprint’s network experiences 25×
more packet loss as compared to its baseline in CWF, whereas
other networks have escalations between 6× and 8×. In AIS,
we see a mean increase of 10× over the baseline, whereas
ADM reports 6.5× escalation in packet loss.

6.3 Congestion Detection through Quality of
Experience
Quality of Experience (QoE) is one of the leading concepts
for network management and performance evaluation in
operational networks. Among the most relevant QoE-centric

TABLE 4: Packet Loss Rate

Locations ATT Sprint T-Mobile Verizon

ADM 0.61% 1.44% 1.92% 1.63%
CWF 1.92% 3.47% 2.69% 0.86%
AIS 2.14% 1.73% 1.38% 1.15%

ADM Base 0.15% 0.35% 0.17% 0.22%
CWF Base 0.26% 0.14% 0.39% 0.10%
AIS Base 0.21% 0.16% 0.20% 0.08%

services consumed by end customers in mobile networks,
Web surfing and mobile video take the prime spots [46]. In
particular, video now represents over three-quarters of the
global IP traffic [46]. In this section we study the performance
degradation introduced by congestion, as overload increases
on LTE networks. Our results indicate: (i) 6× – 38× higher
start-up delay, (ii) 3× lower video quality, (iii) 3× – 6× higher
stall ratio and (iv) 33% – 56% lower residual buffer levels in
the congested dataset.

6.3.1 Video Streaming: YouTube

Start-up delay: Start-up delay is the time lag registered
between user action to play video and video starting to
play on the screen. This delay usually corresponds to how
quickly the HTTP Adaptive Streaming (HAS) client is able to
fill the threshold buffer required for playback. For instance,
we observe diminishing throughput during congestion in
Figure 7. Such scenarios would likely require additional time
to download the same number of video chunks that go into
the video buffer than in an uncongested network, leading
to higher start-up delays. Here we note that start-up delay
does not convey any information about the video resolution
chosen for playback. Figure 8 reports the delay incurred
during our measurement campaign. Upon examination, we
observe a significant increase in delay as overload increases
(figures at the top), signalling heavy congestion in the
networks. We see that T-Mobile and Sprint have the most
heavy-tailed distributions (outliers on either ends of the box),
which indicate variable delay. This could be due to either
variability in network throughput, or client fallback to lower
resolution video, possibly after failed attempts to achieve
higher bit-rates (or fetch higher resolution chunks).

Video Quality: With the proliferation of high resolution
displays on smartphones and tablets in the past few years,
it is now possible for users to take advantage of high-
definition videos on their devices, with some mobile de-
vices that offer 4K ultra high-definition capability. Prior
studies have illustrated that drop in video resolution has a
notable negative effect on user experience, such as sustained
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a. ADM b. CWF c. AIS
Fig. 8: Start-up delay during YouTube streaming. Lower is better.

a. ADM b. CWF c. AIS
Fig. 9: Achieved video quality during YouTube streaming. Higher is better.

TABLE 5: YouTube stall ratio percentage.

Locations ATT Sprint T-Mobile Verizon

ADM 4.56% 0% 0% 0.85%
CWF 2.3% 0% 3.07% 18.53%
AIS 3.41% 0.29% 7.27% 2.49%

ADM Base 0% 0% 0% 0%
CWF Base 0.68% 0% 0.98% 0.3%
AIS Base 0% 0% 0.22% 0.44%

frustration [47]. Figure 9 depicts playback resolution of
the YouTube video, sampled at one second granularity.
During our measurements, we ensure that the video used
for playback is uniform across all our datasets. However,
the resolution is set to auto. Stated otherwise, final playback
resolution and switches are dependent on network conditions
and changes in congestion levels. While most of the baseline
measurements (Figure 9, plots at the bottom) indicate near
full-HD (1080p) rendering of the video, congested dataset
(plots at the top) report severe drop in resolution. AT&T and
Verizon have near consistent resolution rendering during
congestion while T-Mobile and Sprint networks have wide
variability. This is a significant finding. Variability in video
resolution implies constant quality switches, which is usually
perceived as an acute case of performance degradation in
QoE [47], [48]. Overall, T-Mobile has the greatest number of
quality switches across all locations (congested and baseline).

Stall Ratio: Re-buffering events on video streaming appli-
cations usually translate to unusable service [47]. Among
other network artifacts, congestion can lead to an increase
in re-buffering events while streaming online videos [49].
If re-buffering happens, the user notices interrupted video
playback, commonly referred to as stalling. The stall ratio
is the amount of time the video stalls during the playback
expressed as a fraction of total playback time, shown in
Table 5. Although not all telecoms report stalling across the
three locations (i.e. ADM, CWF and AIS), those that do have a
significantly higher ratio than their corresponding baselines.

For instance, we see 60× increase stall ratio on Verizon
network in CWF. Similarly, our analysis reveals 30× and 3×
increase on T-Mobile network at AIS and CWF, respectively.
AT&T and Verizon report non-zero stall ratio across all of the
congested datasets. Sprint, despite its poor performance in
start-up delay and video quality, has the least stalled video
with no stalls reported in either ADM and CWF locations.

Buffer Size: The streaming client employs a playout buffer
or client buffer, whose maximum value is buffer capacity,
to temporarily store chunks to absorb network variation.
To ensure smooth playback and adequate buffer level, the
client requests a video clip chunk by chunk using HTTP
GET requests, and dynamically determines the resolution
of the next chunk based on network condition and buffer
status. When buffer level is below a low threshold, the client
requests chunks as fast as the network can deliver them to
increase buffer level. The playback stalls when the buffer is
empty before the end of the playback is reached. From the
perspective of YouTube video playback, a session can contain
two exclusive regions: buffering and playing. The buffering
region is defined as the period when the client is receiving
data in its buffer, but video playback has not started or is
stopped. The playing region is defined as the period when
video playback is advancing regardless of buffer status. In
the playing region, video state can be in either buffer increase,
decay, or steady state. Figure 10 shows the distribution of
buffer size captured during YouTube streaming sessions.
Congested locations demonstrate lower buffer sizes than
the baseline measurements. The median difference in ADM,
CWF and AIS is 17.73 seconds, 23.51 seconds and 21.1
seconds, respectively. Among all the operators we evaluate,
Verizon’s median difference is the lowest, at about 12.7
seconds. On the other hand, Sprint registers the widest
variance with a median difference of more than 30 seconds.
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(a) ADM (b) ADM base

(c) CWF (d) CWF base

(e) AIS (f) AIS base

Fig. 10: Cumulative distribution of buffer size (seconds)
during YouTube test.

TABLE 6: Page load time-outs

Locations ATT Sprint T-Mobile Verizon

ADM 5.33% 6.67% 50.67% 8%
CWF 9.33% 51.89% 64% 42%
AIS 6.67% 5.33% 73.33% 10.67%

ADM Base 0% 0% 0% 0%
CWF Base 0% 0% 0% 0%
AIS Base 0% 0% 0% 0%

6.3.2 Page Load Time

Web performance has long been crucial to the Internet
ecosystem since a significant fraction of Internet content is
consumed as Web pages. A considerable share of applications
such as Web, e-mail or just non-native social media access
imply waiting times for their users, which is reflective of the
responsiveness from the requested server. Responsiveness is
also a function of network conditions, such as congestion [50].
Thus, end-user quality perception in the context of interactive
data services is dominated by Web page loading times; the
longer the wait, the lower the user satisfaction [50]. Moreover,

(a) ADM (b) ADM base

(c) CWF (d) CWF base

(e) AIS (f) AIS base

Fig. 11: Page load times of Tranco top 25 websites on all
operators.

studies have shown that perceived time for users accessing
the Web can be exceedingly magnified with respect to actual
chronological time, thus degrading the perceived performance
even further [51].

Page load times are depicted in Figure 11. From our
evaluation we learn that overloaded eNodeBs experience
higher congestion levels that leads to a stark contrast between
the load times of ADM, CWF and AIS, and their respective
baselines. T-Mobile stood out as the worst performing net-
work across all of the congested datasets. AT&T, Sprint and
Verizon exhibit deteriorating performance in CWF, which
can be explained by inordinate round-trip times detected
in Table 3. In the experimental setup, we set the timeout
value of 30 seconds. Our choice for this timeout value is
derived from Shaik et al. [52], who empirically found that
users tend to get tired of wait times by terminating their
Web sessions typically after 10-20 seconds. We present the
results of Web page timeouts in Table 6. Not surprisingly, T-
Mobile produces the highest number of timeouts in all of the
congested datasets. Our examination reveals that the CWF
dataset reflects poorer performance than other congested
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datasets. In AIS, about three-quarters of websites on T-Mobile
were either unreachable or could not load required objects
before the timeout, indicating severe congestion across the
network.

6.4 Discussion

We acknowledge that the addition of ground truth measure-
ments from carriers would have provided another layer of
validation. However, we were unable to obtain this data
due to providers’ strict policies against sharing client related
data. Instead, we use our validation methodology (using
active measurements to characterize performance and detect
congestion) to provide validation from the users’ perspective.
We believe that our active measurements produce results sim-
ilar to what would be demonstrated by carrier ground truth
data. Further, Lumos requires prior baseline measurements
to infer the network condition (congested/overloaded). This
is despite the 15–20% reject rate observed across our datasets.
Further investigation is needed to ascertain whether these
baseline measurements are applicable to other locations and
networks.

7 CONCLUSION

In this work, we propose a novel method to assess congestion
in nearby LTE eNodeBs, utilizing off-the-shelf hardware and
without requiring cooperation of the cellular provider. Our
analysis offers convincing evidence that messages broadcast
by the eNodeB can be used to detect network congestion by
estimating cellular overload. In future work we will explore
how passive overload inference can be leveraged in a system
for automated overload mapping using ground-based data
collection and Unmanned Aircraft Systems (UASs), indepen-
dent of collaboration from a cellular provider. Software de-
fined radios on UASs have been shown as effective tools for
rapidly deployable LTE coverage mapping [53], and we are
exploring expanding aerial capabilities to include overload
estimation. Such tools can be leveraged by regulators and
policy makers and allow targeted deployment of alternative
communication channels.
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